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Averaging of predictors

SEL bagging averages an "ensemble" of predictors consisting of versions of
a single predictor computed from different bootstrap samples. An
alternative might be to somehow weight together (or otherwise combine)
different predictors (potentially even based on different models or
methods). Here we consider a theoretically unimpeachable (but ultimately
typically impractical) version of this basic idea of combining an ensemble
of predictors to produce one better than any indiviual element of the
ensemble. That is "Bayes model averaging.”




-~

Bayes multiple model scenario

One theoretically straightforward way to justify this kind of enterprise is
through a Bayes "multiple model" scenario. Suppose that M models
PP, ..., P, for (x,y) are under consideration, the mth of which has
parameter vector 0,, and corresponding density p, (x,y\ﬂm). Then for
the mth model (repeatedly abusing notation by using p to name many
different functions) the training set T has density

N
Pm (T‘Hm) = r[pm (xi;l'yf.‘efT?)
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We'll suppose here that 68,, is not known and that it has prior density
gm (0,,) (for the mth model) and that and a prior probability for model m
is 71 (m). Then a joint distribution for m, T, 0,,, and (X, y) has density

Pm (X, }/‘Bm) Pm (T‘Bm) Em (Bm) 7T (m)




A joint marginal and conditional mean

This has a marginal density for y, x, T that is

Z 7T (m /pIT? (xl y‘efﬂ) PH] (T‘Bm) gm (9-’??) deﬂ’?
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from which the conditional mean of y|x, T is
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A model m conditional mean

Given m (the identity of the "correct" model) the variables T, 6,,, and
(x, y) have joint density

Pm (X, _}/‘Bm) Pm (T‘Bm) gm (Hm)

for which the conditional mean of y|x, T, m is, say,
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so that
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A posterior weighted average of conditional means i

Thus
Ely|x, T]
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This is the average of E[y|x, T, m| with respect to the conditional
distribution (the "posterior" distribution) of m|x, T specified by

qs (m) f f Pm (xr}"HmJ Pm (T‘Bm) Em (em) demdy
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That is, optimal SEL prediction weights optimal predictors of y from the
M constituent models by the relevant (updated from 71 (m) by the
information in x and T about the relevant density p,, (x,y|6,,))
conditional probabilities of the M components. W

7t (%, 1 ) =
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0-1 loss and another view

Essentially the same argument pertains in cases where y takes values in
g —=412,..., K} and 0-1 loss is involved. Under the same model as
above, P |y = k|x, T] is a 7t (m|x, T)-weighted average of

P |y = k|x, T, m|s appropriate under the M constituent models. (Of
course, integrals "dy" are sums.) Ultimately, optimal 0-1 loss classifiers
then choose for input x (and training set T) the class kK maximizing this
Bayes model average probability.

These developments of Bayes model averaging predictors explicitly involve
X in the posterior distribution of m (given x and T). This is because if

one thinks of a new x and corresponding y as generated by the same
mechanism that produces T, the observed x is informative about m.

Another way of modeling and calculating follows.




Functions of x as objects of interest

One might suppose that the functions of x,

I ( f fypm- }/‘Hm gm (Brn) dﬂmdy
o f f Pm _V‘Bm gm (Bm) demdy

or

f Pm (X.y\ﬂm) gm (Bm) do,
Yyt J P (%, ¥[0m) & (8im) dB,

are objects of interest, but without a necessary connection to a specific
new observation X, itself informative about m and 6,,. (These functions

are the conditional means of and densities for y given x under particular
models m.)

Pm (y\x) —




Another joint distribution and posterior for m

Positing a distribution specified by

Piii( T | @) & (B Y 70 117

for m, 8,,, T in the multiple model scenario, the posterior distribution for
m given T has pmf

7t (m) f PFT-' (T‘Bﬁ?) g-‘ﬂ (BH’?) dem

m(m|T) =
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Averages of functions

So the posterior mean of i, (x) given T is

M
Z Hm (X) H(m‘T)

m=1
and the posterior mean of p,, (y|x) given T is

M
Pm (y[x) T (m|T)

m—

These differ from the previous "Bayes model averages," but they also
represent sensible ensembles of predictors appropriate in the constituent
models.




